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1. Introduction 
 
There are two basic parts to the process of discriminating between buried unexploded ordnance 
(UXO) and non-hazardous metallic clutter in the ground. First, target parameters or features are 
extracted from data collected over the target. Then the target parameters are supplied to a set of 
decision rules that classify the target as UXO or clutter. Despite significant investments from 
SERDP and ESTCP, UXO/clutter discrimination performance to date has not lived up to 
expectations. There are problems with both parts of the process. First, current discrimination 
techniques rely on inverting spatially mapped electromagnetic induction (EMI) data to estimate 
target parameters and are extremely sensitive to noise and small errors in data mapping. Second, 
discrimination performance depends crucially on the training data used in determining the 
boundaries of the decision regions. Although an extensive data base of UXO signatures has been 
compiled under SERDP project MM-1313 (Quantification of UXO variability for target 
discrimination), there is precious little clutter data collected under controlled conditions available 
for training. 
 
The project was intended to help rectify this deficiency by collecting and analyzing EMI data for 
a variety of clutter items. Specific objectives were to (a) establish relationships between the 
parameters that characterize a target's EMI signature and the physical attributes of the target that 
can be used to develop effective classification rules and (b) devise robust processing and analysis 
procedures for estimating the target parameters from data collected above an unknown target 
without having to spatially map the data. 
 
The first task was to acquire a database of EMI clutter signatures that could be used with the 
existing UXO signature database in developing and training new classification and discrimination 
algorithms. Work on this task is summarized in §2. An inventory of over 1000 clutter items 
recovered from various UXO sites has been assembled. It includes exploded ordnance fragments 
from the Badlands Bombing Range in Pine Ridge, South Dakota, cultural clutter items recovered 
from the Lake Success redevelopment project in Bridgeport, Connecticut (former Remington 
Arms site), range scrap recovered from Fort A.P. Hill as part of the DARPA backgrounds study 
[1, 2] and a variety of exploded ordnance fragments, range scrap and cultural clutter recovered 
from Camp Sibert in Alabama as part of the first ESTCP Discrimination Study. Time domain 
signature data for most of these objects were collected using the NRL MM-0601 transient EMI 
array (MTADS TEM array). Frequency domain signature data were collected using the Geophex 
GEM-3 sensor for a representative sample of the clutter items. 
 
The second task was to extract relevant target parameters from the clutter signatures. There are 
two parts to the EMI response: magnetization of the object by the primary field transmitted by the 
sensor and the evolution of eddy currents set up in the object by changes in the primary field. The 
latter effect is present in both time and frequency domain data, while the magnetization effect is 
present only in the frequency domain data. We used the time domain data to parameterize the 
EMI response associated with the eddy current decay. The process is described in §3. First, the 
TEM array data are inverted to determine principal axis polarizabilities for each target, and then 
the principal axis polarizabilities are parameterized using a physics-based model that pairs an 
algebraic form for the early time response with an exponential decay for the late time response. 
Parameterization of the magnetization response using frequency domain data is described in §7. 
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Section 4 summarizes our work on how target parameters determined from two-component 
algebraic/exponential model fits to the signature data vary among different types of clutter and 
how they differ from corresponding parameters for munitions items. The results have important 
implications for the process of associating parameter values or features which characterize the 
polarizabilities with physical attributes or properties of the corresponding munitions or clutter 
items, and identifying regions of parameter space which correspond to different classes of 
munitions or clutter items. 
 
In §§5 and 6 we examine the dependence of the target parameters on sensor/target orientation 
with the goal of determining the extent to which representative target parameters can be 
determined directly from data collected over a target without resorting to spatial mapping and 
dipole inversion. The goal here is to develop procedures for estimating target parameters that do 
not rely on spatially mapped data. We call this position-independent processing. Position-
independent processing is amplitude-independent processing. We use only the shapes of the 
responses observed at various locations above the object, and do not particularly care where the 
measurements were taken. The approach is based on EMI signal attributes determined from 
simple parametric representations for the EMI signals measured above typical UXO or clutter 
items and how these parameters vary as the sensor is moved about over the item. 
 
The analysis in §5 uses the full decay range of 0.04 msec to 25 msec. As a matter of convenience 
we represent the signatures using a simple three-parameter model described by Pasion and 
Oldenburg that combines the algebraic and exponential characteristics of the EMI response. The 
model is simpler than the complete two-component response model and can be used to adequately 
represent the response for all but the earliest part of the eddy current decay. The distributions of 
the power law and exponential decay parameter values for various classes of clutter items are 
found to be quite different from those of different munitions items. The trajectories of these 
parameter values that are swept out as a sensor is moved about over a munitions item are quite 
distinctive, and a simple procedure is introduced for estimating the shapes of the principal axis 
polarizability curves for munitions items from data collected as a sensor is blindly moved about 
over the item. 
 
In §6 we restrict attention to the response over a limited range of decay times corresponding to 
the range sampled by the Geonics EM61 sensor, viz. 0.2 msec to 1.2 msec. Since this decay range 
does not extend far enough to sample the exponential regime for many items of interest, we use a 
simple model that is quadratic in log(signal) vs. log(time) to fit the data. The two shape 
parameters (slope and curvature in log space) then correspond to the average power law over the 
measurement range and how much it changes over the range. The parameter distributions for 
munitions and clutter have some similarity to the distributions of the power law and exponential 
decay rate parameters from §5, and it appears that some measure of position-independent 
classification should be possible even when the response is sampled over this restricted range. 
 
We look at some EM61 survey data collected at the Aberdeen UXO Demonstration Site at the 
end of §6. The parameter distributions are somewhat more diffuse than were obtained using the 
MTADS TEM array data, but still seem to offer some UXO/clutter classification potential. 
Specifically, in cases where EM61 survey data is used to detect targets for later classification 
using cued systems, it may be possible to identify some high confidence clutter items directly 
from the EM61 survey data and thereby reduce the number of cued data collections that have to 
be done. 
 
We shift attention to the frequency domain response in §7. There are two basic components in the 
EMI response to munitions and clutter items: magnetization of the object by the primary field 
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transmitted by the sensor and the evolution of eddy currents set up in the object by changes in the 
primary field. The results reported in §§3-6 deal with the eddy current response, which does not 
exploit all of the information that is available in the EMI response. §7 deals with that part of the 
EMI response that is associated with bulk magnetization of the target. An object's shape affects 
how it responds to magnetic fields. The effects are represented by demagnetizing factors that 
depend on the direction of the applied field relative to the object and are determined by the 
physical details of how the object responds to externally applied magnetic fields. These 
demagnetizing factors are another amplitude-independent response parameter and can be 
determined by fitting the in-phase part of the frequency domain response data with a simple 
model. Distributions of the demagnetizing factors for munitions and clutter items are distinctly 
different. This reflects very real shape differences. The munitions items are basically 4:1 aspect 
ratio cylinders as far as the magnetization response is concerned, and their demagnetizing factors 
cluster accordingly. Values for the clutter items scatter over a much wider range, and the 
maximum demagnetizing factors for the clutter items are often significantly larger than for the 
munitions. These are consequences of the facts that the clutter items tend to be irregularly shaped 
and that many of them have one dimension significantly smaller than the other two. 
 
A brief summary is given in §8. Appendices A and B include pictures of representative clutter 
items that have signature parameters that are significantly different than those of UXO items. 
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2. Multiaxis EMI Measurements of Clutter Items 
 
The first task of this project was to assemble a clutter signature library based on multiaxis EMI 
measurements of clutter items. An inventory of over 1000 clutter items recovered from various 
cleanup sites has been assembled. The clutter items include exploded ordnance fragments from 
the Badlands Bombing Range in Pine Ridge, South Dakota, cultural clutter items recovered from 
the Lake Success redevelopment project in Bridgeport, Connecticut (former Remington Arms 
site), range scrap recovered from Fort A.P. Hill as part of the DARPA backgrounds study [1, 2] 
and a variety of exploded ordnance fragments, range scrap and cultural clutter recovered from 
Camp Sibert in Alabama as part of the first ESTCP Discrimination Study. Figure 1 shows some 
examples of the clutter items in the library. The items in Figure 1(a) are smaller clutter from Fort 
A.P. Hill and the former Remington Arms plant at Bridgeport, Connecticut. They include 
ordnance related clutter (spent 50 caliber rounds, M82 7.62mm blank cartridges and cartridge 
clips), metal scraps and wire, and cultural clutter items. Note the 12 inch ruler. It is included for 
scale in the other pictures. Figure 1(b) shows 4.2 inch mortar nose frag and base plates recovered 
from Camp Sibert. Some of the smaller frag items from Camp Sibert are shown in Figure 1(c). 
Typical agricultural, industrial and other clutter items of cultural origin are shown in Figure 1(d). 
These items came from Camp Sibert and the former Remington Arms site. They include broken 
pieces of plows and other implements, hand tools, and especially horse/mule shoes and broken 
pieces of shoes. Figure 1(e) shows exploded ordnance fragments from the Badlands Bombing 
Range, while Figure 1(f) shows larger clutter items from Fort A.P. Hill, Camp Sibert, and the 
former Remington Arms site. 
 
Both time and frequency domain signature data were acquired. Time domain signature data were 
collected for the entire library using the MTADS TEM array designed and built for ESTCP 
Project MM-0601 by G&G Sciences of Grand Junction, Colorado [3, 4]. The sensor array and 
data collection procedures are described in §2.1 below. Frequency domain data were collected 
using a Geophex GEM-3 sensor [5] as described in §2.2 below. This process was considerably 
more labor intensive, and consequently only a representative subset of the library items were 
measured. As described in Ch. 7, some of the information in the two types of measurement is 
redundant. Our analysis of the frequency domain data focuses on the unique contributions from 
the frequency domain, which relate to magnetization effects in the EMI response. 
 

2.1. Time Domain Signature Data Collection 
 
The MTADS/MM-0601 TEM array that was used to acquire time domain clutter signatures 
consists of a square array of 25 Tx/Rx pairs, shown schematically in Figure 2(a). The Tx/Rx pairs 
consist of concentric 35 cm square transmit coils (shown in red in the drawing) and 25 cm square 
receive coils (shown in blue). For the clutter signature data, the time domain response was 
measured from 0.04 msec to 25 msec after the primary field cutoff using the central core of 9 
transmitters and all 25 receivers. Figure 2(b) shows the array on the test stand used for the time 
domain clutter signature measurements. The test stand was set up in the MTADS garage at NRL's 
Blossom Point site [6].  
 
Extensive testing of the array sensors in MM-0601 has shown them to be very accurate, stable 
and reliable. Figure 3(a) shows 24 repeat measurements (plotted in red) of a 2 inch diameter 
carbon steel sphere at intervals of 125 sec, for a total duration of 48 min. The data were collected 
outside in an open environment with the prototype MM-0601 Tx/Rx coil pair at Grand Junction, 
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Colorado in January 2007. The sphere was 30 cm from the base of the Tx/Rx pair, on the coil 
axis. With this test setup the target signal was very strong compared to background levels, and the 
plotted response curves do not have the background subtracted. They are normalized by the 
transmitter current. The dashed line shows a fit of the data to the expected TEM response for a 
permeable sphere [7], using a conductivity of 3.2×106 S/m and a relative permeability of 62.5, 
values which are within the expected range for carbon steel [8]. Figure 3(b) shows data on the 
same sphere collected with the final array at Blossom Point in August 2007. In this case, the 
sphere was suspended 25 cm below each of the array Tx/Rx pairs in turn. The red lines show the  
 
 

 
 

Figure 1. Examples of clutter items in the signature library. 
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Figure 2. (a) Schematic of MTADS/MM-0601 TEM array and (b) array on test stand. 
 
 
individual responses. The dashed line shows the expected sphere response. The apparent 
inconsistencies in noise levels and signal strength between Figure 3(a) and Figure 3(b) are due to 
the fact that between January 2007 and delivery of the array to Blossom Point the coils were 
redesigned to reduce weight and the amplifier gains were modified. 
 
Signature data on 996 clutter items were collected with the MTADS TEM array. Table 1 gives a 
summary breakdown. The items referred to as "half shells" are what is produced when the 
cylindrical body of a 4.2 inch mortar is blown open flat. Each clutter item was set below the 
array, more or less centered under array element 12. Distance below the array varied with the size 
of the target, and was chosen to give a subjectively good signal level. Figure 4 is an example of 
the data collected using the MTADS TEM array. It shows signals vs. decay time (time after 
primary field cutoff) measured with the core nine Tx/Rx pairs (array elements 6, 7, 8, 11, 12, 13, 
16, 17 and 18) for one of the half shells from Camp Sibert. This clutter item is the leftmost object 
in the top row of Figure 1(f). The complete set of data includes measured responses from all of 
the receivers for each transmit pulse, not just the receiver co-located with the transmitter. 
 
 
 

   
 

Figure 3. (a) Repeat measurements of 2" diameter steel sphere compared model response. (b) 
Sphere response measured under individual array elements. 
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Camp Sibert Half-shell 63 

 Base plate 91 

 Nose frag. 97 

 Misc. frag & cultural 552 

 Total 803 

Other Sites*  193 

Total  996 
* Fort A.P. Hill (range scrap), Badlands Bombing Range (frag), 
former Remington Arms plant (cultural) 

 
Table 1. Breakdown of clutter items measured with the MTADS/MM-0601 TEM array. 

 
 
 

 
 

Figure 4. TEM response for the leftmost clutter item shown in the top row of Figure 1(f), 
measured by the core nine MTADS TEM array elements. 
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2.2. Frequency Domain Signature Data Collection 
 
Frequency domain clutter signature data were collected using a Geophex GEM-3 sensor. The 
sensor has a 40 cm diameter primary transmit coil concentric to a 23 cm diameter bucking coil. 
These coils are concentric to a 12.1 cm receive coil. The primary field includes the combined 
effects of the transmit and bucking coils, which are designed to cancel the net flux through the 
receive coil [5]. Measurements were taken at ten logarithmically spaced frequencies over a range 
extending from 90 Hz to 50 kHz. 
 
For the frequency domain measurements each clutter item was secured in a box (e.g., with cable 
ties) which is then set on a board below the GEM-3 as shown in Figure 5(a). Different size boxes 
were used to accommodate different size clutter items. Data were collected with each of the six 
faces of the box pointing up in turn, first with the box directly below the sensor (location A) and 
then with the box off to the side in one of two locations (B or C) for oblique illumination. Figure 
5(b) shows the field lines at the box for location A (directly under the coil) and location B, which 
is 25 cm from the coil centerline. Location C is 43 cm from the coil centerline. Figure 5(a) shows 
the box in location C. A different board with different geometry was used to accommodate larger 
targets. The idea was to illuminate the box and its target from a full complement of orthogonal 
and oblique angles in order to gather enough data to determine the target's principal axes and 
corresponding polarizabilities. Measurements through opposite faces of the box help in 
determining the actual location of the target dipole within the box. We chose this procedure rather 
than collecting data on a regular grid below the sensor because it seemed to be more efficient. 
GEM background levels tend to drift around on time scales comparable to representative data 
collection time scales (a few to fifteen or more minutes). By systematically varying the target 
orientation relative to the primary field, we can get by with fewer measurements (16 vs. the 
typical 25 or more for grid measurements). 
 

 
 

Figure 5. (a) Test setup with boxed target below GEM. (b) GEM field lines and measurement 
locations for normal and oblique illumination of target. 
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Figure 6. (a) Overplotted responses to coil with 1.42 kHz characteristic frequency (symbols) from 
16 measurements during a five hour period compared with expected response (solid 
curves). (b) Response to a 2" diameter steel ball compared with expected response. 

 
 
The GEM background levels were monitored during the measurement sequence and subtracted 
from the signature measurements. Every measurement is a roughly ten second average of the 
GEM signal, and every fourth measurement is a blank background. In order to monitor the GEM 
calibration, each data sequence started with a measurement of the responses to a ferrite rod and a 
small coil with a characteristic frequency of 1.42 kHz. The ferrite response should be exactly 
180° out of phase with the primary field, and constant over frequency. We typically find that the 
phase shift varies by no more than a few tenths of a degree over the frequency range, and that the 
amplitude is flat to within about one percent. Coil responses in phase with the primary field and 
90° out of phase (in quadrature) with the primary field are shown in Figure 6(a). Sixteen 
measurements taken over a five hour period are overplotted. The red circles are the measured in-
phase response and the blue diamonds are the measured quadrature response. The solid curves 
show the expected response for the coil. Figure 6(b) shows the measured response for the 2 inch 
steel ball whose time domain response is shown in Figure 3. The curves show the calculated 
frequency domain response [9] using the same parameter values as before (σ = 3.2×106 S/m, 
μR = 62.5). 
 
Signature data collection using this procedure takes substantially more time than using the TEM 
array to collect time domain data. Consequently, only a representative sample of 122 of the 
clutter items was measured with the GEM. Figure 7 shows an example of the GEM signature 
data. The target is the half shell used to illustrate the time domain signature data in Figure 4. The 
in-phase responses are shown in red, quadrature in blue. Each plot is for a different 
location/orientation combination. Locations are identified by a letter (A or C in this case), and 
orientations by axis color and direction. For example, "A-Blu-Up" means that the box is set on 
the board at location A with the blue axis pointing up. This is the geometry shown in Figure 5(a). 
For the measurements shown in Figure 7, the board is 50 cm below the sensor. The box axes are 
color coded blue, red and yellow to avoid confusion in placing the box in the right orientation. 
Location A is directly under the sensor, while C is 43 cm off to the side. 
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Figure 7. GEM signature data for the same target as in Figure 4. 
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3. EMI Signature Parameterization 
 
While useful in their own right, the raw signature data reflect details of the sensor/target geometry 
as well as inherent EMI response characteristics of the targets themselves. In order to separate out 
the intrinsic target response properties from sensor/target geometry effects we invert the signature 
data to estimate principal axis magnetic polarizabilities for the targets. As described in §3.1 
below, the clutter signature data are inverted using the standard induced dipole response model 
wherein the effect of eddy currents set up in the target by the primary field is represented by a set 
of three orthogonal magnetic dipoles at the target location [10, 11]. Parametric representations for 
the principal axis polarizability curves are described in §3.2. 
 
 

 
 

Figure 8. Basic elements of EMI sensor response. 
 
 

3.1. Dipole Inversion of the EMI Signature Data 
 
Figure 8 illustrates the basic elements of the EMI process. The primary field H0 is produced by 
current flowing in the transmit coil. The relationship between the primary field and the transmit 
current I can be expressed in terms of a transmit coil sensitivity function CT such that 
 
 In TT0 CH = . 

  (1) 
 
We have explicitly pulled out the number of turns in the coil nT in order that the sensitivity 
function can be calculated as an integral around a single loop of the transmit coil using the Biot-
Savart law, 
 

 ∫ −
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π
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Here  r – rT is a vector from a point on the coil rT to the field point r. Changes in the primary 
field H0 induce eddy currents in the target, which in turn produce the induced field HI. The signal 
S(t) is proportional to the receiver voltage V(t) created by a changing magnetic flux through the 
coil due to HI (Faraday’s law): 
 

 ∫ ⋅−=∝ RI d
dt
d)t(V)t(S aB . 

  (3) 
 
In equation (3) the magnetic induction or flux density BI = μ0HI. Stokes’ theorem can be used to 
relate the integral of the flux density B ( A×∇= ) over a surface enclosed by a loop to an integral 
around the loop of the corresponding vector potential A , so that 
 

 ∫ ⋅−= RI d
dt
d)t(V lA . 

  (4) 
 
We represent the effect of the eddy currents in the target by an induced dipole moment m, which 
is related to the primary field according to 
 
 ∫ ττ−τ= d)t()()t( 0 BHm . 

  (5) 
 
In equation (5), B is the magnetic polarizability tensor. It completely describes the induced dipole 
response of the target. The eigenvalues of B correspond to responses induced by field 
components aligned with each of the target’s principal axes. For a frequency-domain EMI system 
with H0(t)=H0exp(iωt), 
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  (6) 
 
where )(ˆ ωB  is the Fourier transform of  B(t): 
 
 ∫ ω−=ω dt)texp()t()(ˆ iBB . 

  (7) 
 
The vector potential at a field point r due to the induced dipole moment m in an object at position 
r0 is given by 
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  (8) 
 
The receiver voltage is then 
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  (9) 
 
Since the scalar triple product ))(d()d(d)( rlmlrmlrm −×⋅=×⋅=⋅× , this is equivalent to 
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  (10) 
 
Where now CR is the receiver coil sensitivity function and nR is the number of turns in that coil. 
Inserting the expressions for the induced dipole moment and the primary field from equations (5) 
and (1), respectively, we have 
 
 ∫ τττ−′−⋅−μ−= d)()t(I)()(nn)t(V T0TR0RTR0 BrrCrrC . 

  (11) 
 
For an ideal time-domain sensor (current maintained at a constant level I0 and then 
instantaneously returned to zero), this becomes 
 
 )t(Inn)t(V TR0TR0 BCC ⋅μ= . 

  (12) 
 
Alternatively, for an ideal frequency-domain measurement with I(t) = I0exp(iωt), 
 
 )texp()(ˆInn)t(V TR0TR0 ωω⋅ωμ−= ii BCC . 

  (13) 
 
In the coordinate frame defined by the principal axes of the target, 
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  (14) 
 
where βi(t) are the eigenvalues of the polarizability tensor B(t). 
 
The target orientation is specified by an ordered sequence of three plane rotations of the principal 
axes involving the Euler angles ψ, θ and φ (yaw, pitch and roll, respectively). This is illustrated in 
Figure 9. In general, for a target with orientation ψ, θ, φ the polarizability tensor can be expressed 
in terms of the action of a rotation matrix U, 
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Figure 9. The yaw, pitch, roll rotation sequence. 
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on the principal axis (diagonal) form of B in (14):  
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  (16) 
with the inverse of the rotation matrix being given by its transpose UT. 
 
Equations (11)-(13) each include three basic terms: 
 

1. A normalization factor μ0nRnTI0, with or without the iω, that depends only on the 
transmit and receive electronics,  

 
2. The coil sensitivity functions CR and CT that depend only on geometry and the target 

location relative to the sensor, and 
 
3. The polarizability tensor B(t), or its Fourier transform )(ˆ ωB , which specifies the 

intrinsic properties of the target (βs) and its orientation. 
 
Given a set of measurements of the target response with varying geometries or "look angles" such 
that the corresponding coil response functions CT and CR cover a full range of directions at the 
target, the data can be inverted to determine the (X, Y, Z) location of the target, the orientation of 
its principal axes (ψ, θ, φ), and the principal axis polarizabilities (β1, β2, β3). The basic idea is to 
search out the set of six parameters (X, Y, Z, ψ, θ, φ) and three functions (β1, β2, β3) that 
minimizes the difference between the measured responses and those calculated using the 
appropriate one of equations (11)-(13). With some variations in the details, this approach has 
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been used by a number of research groups in developing procedures to classify buried objects on 
the basis of their EMI response [12, 13, 14, 15, 16, 17]. 
 
For the MTADS TEM array data, inversion is accomplished by a two-stage method. In the first 
stage, the target’s (X, Y, Z) dipole location beneath is solved for non-linearly. At each iteration 
within this inversion, the nine element polarizability tensor (B) is solved linearly. We require that 
this tensor be symmetric; therefore, only six elements are unique. Initial guesses for X and Y are 
determined by a signal-weighted mean. The routine loops over a number of initial guesses in Z, 
keeping the result giving the best fit as measured by the chi-squared value. The non-linear 
inversion is done simultaneously over all time gates, such that the dipole (X, Y, Z) location 
applies to all decay times. At each time gate, the eigenvalues and angles are extracted from the 
polarizability tensor. 
 
 

 
 

Figure 10. Principal axis polarizabilities corresponding to data shown in Figure 4. 
 
 
In the second stage, six parameters are used: the three spatial parameters (X, Y, Z) and three 
angles representing the yaw, pitch, and roll of the target (Euler angles ψ, θ, φ). Here the 
eigenvalues of the polarizability tensor are solved for linearly within the 6-parameter non-linear 
inversion. In this second stage both the target location and its orientation are required to remain 
constant over all time gates, consistent with the basic dipole response construct [10]. The value of 
the best fit X, Y, and Z from the first stage, and the median value of the first-stage angles are used 
as an initial guess for this stage. Additional loops over depth and angles are included to better 
ensure finding the global minimum. 
 
Figure 10 shows an example of the principal axis polarizabilities in the time domain. It 
corresponds to the MTADS TEM array data shown in Figure 4. The target, one of the Camp 
Sibert half shells, is a slightly bent plate about ¼ inches thick. The red curve is the polarizability 
when the primary field is normal to the surface of the plate, while the green and blue curves 
correspond to cases where the primary field is aligned along one of the edges. Figure 11 gives an 
example for a munitions item. Figure 11(a) shows EMI response curves measured with the TEM 
array 49 cm above a 4.2 inch mortar. (Only those response curves with a peak signal greater than 
5 mV are plotted.) Figure 11(b) shows the principal axis polarizabilities calculated by inverting 
the complete set of TEM array data. Here, the red curve is the axial polarizability and the blue 
and green curves are transverse polarizabilities. 



16 
 

          
 

Figure 11. (a) EMI response curves measured above a 4.2 inch mortar. (b) Principal axis 
polariabilities calculated by inverting the complete set of response curves. 

 

3.2. Parametric Forms 
 
EMI response curves for compact metal objects such as UXO and much of the clutter do not 
typically have much structure, and can be represented using rather simple empirical expressions 
[13, 18]. Here, we explore an alternative parametric representation for the decay curves that is 
motivated by the basic physics of the EMI response.  
 
With metal objects at typical EMI frequencies (<100 kHz), displacement currents associated with 
changing electric flux density can be neglected compared to conduction currents, and the EMI 
process is basically one of diffusion [10, 19]. The magnetic field inside the object obeys a vector 
diffusion equation 
 

 01
t

=∇
σμ

−
∂
∂ HH 2 , 

  (17) 
 
where σ and μ are respectively the electrical conductivity and magnetic permeability of the 
object. We are primarily interested in objects having high relative permeability μR = μ/μ0, where 
μ0 = 4πx10-7 H/m is the permeability of free space. The quantity D = 1/σμ serves as the diffusion 
coefficient. As with other diffusion problems, the general EMI response when the object is placed 
in a magnetic field which is then suddenly removed can be expressed as a sum of modes whose 
amplitudes decay exponentially in time at rates that depend on the size, shape and composition of 
the object and on the spatial structure of the respective modes [10, 11, 20]. The more rapidly 
decaying modes correspond to proportionally smaller spatial scales of variation. The fundamental 
mode decays most slowly, and ultimately dominates the response. It decays on a time scale 

2
00 Lσμ∝τ , where L0 is a characteristic length scale of the object. Consequently, we represent the 

late time response by 
 
 )/texp(A 00late τ−=β  

  (18) 
 
The initial response of an object in a magnetic field which is rapidly extinguished is governed by 
the dynamics of the screening currents which are set up on the surface of the object at the instant 
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the magnetic field is removed. At the outset as these currents start to diffuse into the object, 
2/1t~t/ −∂∂H  [20, 21]. If the object is highly permeable (μR >> 1), then this process is modified 

by the appearance of magnetic surface modes which eventually lead to a more rapid time decay 
with 2/3t~t/ −∂∂H  [22]. Weichman refers to the time scale that marks the transition between 
these two early time regimes as the magnetic crossover time, τM. In the magnetic crossover 
transition zone, the magnetic surface modes produce fields that vary with time according to 
 

 )t(erfce
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π∂
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− κH  

  (19) 
 
where erfc( ) is the complimentary error function and τM = 1/κ2 is the time scale for magnetic 
crossover. 
 
Equation (19) describes exactly the early time response for a highly permeable sphere [23], which 
has only one characteristic length scale describing the surface curvature. The frequency 
dependence of the magnetic surface mode is given by the Fourier transform of the impulse 
response corresponding to equation (19). Hence in the magnetic crossover transition zone, the 
magnetic surface modes produce fields that, to within an additive constant, vary with frequency 
as 
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  (20) 
 
[24]. The peak quadrature response occurs at ω = 2πf = κ2. Equation (20) has been found to 
provide a reasonably good representation of the response near the peak of the quadrature 
spectrum for a variety of compact steel objects [18]. This is illustrated in Figure 12, which is a 
composite of 58 measured quadrature spectra of compact steel targets, including a variety of inert 
ordnance items, plates, cylinders, I-beam pieces, etc. For each of the targets, the response was 
measured with the GEM-3 at frequencies of 30, 90, 210, 510, 1350, 3570, 9210, and 23970 Hz. 
The spectra are normalized to the quadrature peak. Individual data points correspond to values of 
the response normalized by the peak quadrature response for that target, with κ2 equal to 2π times 
the frequency at which the quadrature peak occurs. The solid curve is 2(1+√2)κ times the 
imaginary part of equation (20), which brings the amplitude of the surface mode function to unity 
at the peak at ω/κ2 = 1. For the most part the fit to the data is quite good. 
 
In general, the magnetic surface mode response given by equation (19) applies locally in different 
areas of the surface, with the local τM depending on the surface curvature of the target in that area 
[22]. The sphere response follows equation (19) exactly in the magnetic crossover regime because 
there is only one characteristic length scale associated with the surface curvature. For a compact, 
but not spherical object we expect that the response in the crossover region will be somewhat 
distorted, although it should retain the asymptotic t-1/2 and t-3/2 limiting behavior. To accommodate 
this, we use a generalized parametric form  
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Figure 12. Comparison of quadrature response for a variety of compact steel targets with the 
magnetic surface mode function (20). 

 
 
with an effective magnetic crossover time τM that corresponds to some composite of the surface 
mode transition over the entire object and a parameter γ which controls the width of the magnetic 
crossover regime. A loosely similar modification of the width of the crossover regime in the 
equation (20) has been shown to give improved parametric representations of frequency domain 
responses of UXO and UXO-like objects [18]. Equation (21) does in fact faithfully reproduce the 
form of equation (19) to within a few percent over at least six decades of time using τM ≅ 0.56/κ2 
and γ ≅ 2/3. 
 
The principal axis polarizabilities for the time domain clutter data have been parameterized using 
equations (21) and (20) at early and late time, respectively. The algorithm for fitting these 
expressions to the principal axis decay curves starts out by fitting equation (21) to the response 
for t ≤ 0.1 msec, and then increasing the time range until the measured response starts to diverge 
from the basic algebraic form represented by equation (21). The remainder of the response is then 
fit to an exponential form as in equation (20). This proceeds by first identifying a few msec 
stretch of the late lime response that can be reasonably fit by an exponential, and then growing 
the region until the fit quality starts to degrade significantly. 
 
Figure 13 shows the parameter fits to the principal axis polarizabilities for the half shell used in 
our previous examples. The symbols in each plot are the observed βi(t), with color coding the 
same as in Figure 10. The lines are the parametric fits to the data. The fit to the early time 
response starts out solid, then changes to dashed as the actual polarizability starts to diverge from 
algebraic behavior. The exponential fit to the late time response ends up solid, but is shown 
dashed in the region where the polarizability is better represented by the algebraic form. 
Interestingly, the transition from algebraic to exponential is fairly rapid, so the two solid curves 
appear continuous in these plots. The fit parameters are shown in the table at the lower right of 
the figure (times are in msec), along with a picture of the target. The time domain 
parameterization for a bent over half shell is shown in Figure 14. The β3 response is somewhat 
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different in this case than in the previous example, presumably because the β3 face is no longer 
flat. Also note that in this example there is a slight gap in the early-late transition for β2. The 
target for Figure 15 is one of the horse shoes recovered at Camp Sibert. Note that the early time 
fit does not converge for β3. This is because in this case the magnetic crossover happens too 
quickly to be resolved by the MM-0601 TEM array. By the time we are measuring the response at 
0.04 msec, it is well into the t-3/2 regime. The GEM-3 is somewhat complementary to the 
MM 0601 TEM array here. It measures out to ~50 kHz, and so should be able to resolve magnetic 
crossovers an order of magnitude earlier, corresponding to τM values down to about 
(2π×50 kHz)-1 = 0.003 msec. 
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Figure 13. Parameter fits to principal axis polarizabilities for the clutter item used in the 
examples in Figure 4 and Figure 10. 
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Figure 14. Parameterization of time domain response for a bent over half shell. 
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Figure 15. Parameterization of time domain response for one of the horse shoes recovered at 
Camp Sibert. 
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4. Parameter Regimes for Clutter Items 
 
Feature-based classification is based on the premise that the parameters characterizing the EMI 
signatures of different types of objects will occupy different regions of the parameter space. This 
chapter sets about identifying regions of parameter space which correspond to different classes of 
munitions or clutter items. There are obvious size differences among the distinct clutter classes. 
These are captured by the net polarizability (§4.1). In addition to the size differences, there can 
also be substantial differences in the shapes of the respective decay curves, which is addressed in 
§4.2. 
 
 

4.1. Net Polarizability 
 
All things being otherwise equal, the polarizability of an object should scale in proportion to the 
volume displaced by the object [10]. We define the net early time polarizability as the sum of the 
three principal axis polarizabilities (β1, β2, β3), 
 
 P = Σβi(t), 

  (22) 
 
averaged over decay times from 0.04 msec to 0.06 msec. Histograms of the distribution of net 
polarizability for the entire set of clutter items listed in Table 1 are shown in Figure 16. The black 
line shows the distribution for the entire set of clutter items; different subgroups (mortar 
fragments, cultural clutter, range scrap and projectile fragments) are indicated by the colored 
lines. The overall distribution is heavily skewed by the mortar fragments recovered from Camp 
Sibert. The peak at about ten is due to half shells, the peak at about three corresponds to base 
plates, and that just below one has a significant contribution from mortar nose fragments along 
with cultural clutter. The cultural clutter items are broken down by site in Figure 17. The 
histogram for cultural clutter from the Lake Success Business Park (LSBP) redevelopment project 
is shown in blue, and that for the cultural clutter from Camp Sibert is shown in red. The LSBP 
site has a mix of agricultural, industrial and civil items. The Camp Sibert cultural clutter is mostly 
agricultural, and appears to have a somewhat tighter net polarizability distribution than LSBP. 
 
 

 
 

Figure 16. Distribution of net polarizability for clutter items listed in Table 1. 



24 
 

 
 

 
 

Figure 17. Breakdown of cultural clutter by site. 
 
 

4.2. Decay Curve Parameters 
 
In addition to the obvious size differences among the distinct clutter classes, there are also 
substantial differences in the shape of their characteristic decay curves. Figure 18 shows principal 
axis decay curves for (a) half shells, (b) base plates, (c) nose frag and (d) some of the small, thin-
walled fragments from the front part of the mortar seen in Figure 1(c). The half shells' TEM 
response includes both algebraic and exponential regimes in our 0.04-25 msec measurement 
range. The baseplates and nose frag, though smaller than the half shells, are substantially thicker 
chunks of metal, and their measured response lies entirely in the algebraic regime. The measured 
response of the small fragments is mostly exponential. Each of these clutter types lies in a 
distinctly different region of the parameter space that describes the general TEM response. 
 
The two-component response model introduced in §3.2 parameterizes the decay curve in terms of 
surface and body mode amplitudes and time scales. Figure 19 shows the distribution of surface 
mode and body mode amplitudes for various clutter objects determined from two-component 
model fits to their principal axis polarizabilities. Each item is represented by three points on the 
plot, corresponding to fits to its three principal axis polarizabilities. The three points are 
connected by colored lines for selected examples of different clutter types. If, instead of inverting 
the TEM array data and fitting the resultant polarizabilities with the two-component model, we 
had fit individual measurements from monostatic Tx/Rx array elements, then the data points 
would scatter around the areas marked out by the lines. The specific target examples 
corresponding to the lines are shown in Figure 20 along with their appropriate color code. A 
76 mm projectile (which has only two unique polarizabilities) is shown by the black line in Figure 
19. The complete half shells (magenta), occupy a well defined region of modal amplitude space. 
The cluster of points with surface mode amplitudes around 103 and body mode amplitudes 
between 0.1 and 1 corresponds to excitation perpendicular to the more-or-less flat surface of the 
half shell. For edge-on excitation, the surface mode amplitude is several orders of magnitude 
smaller, while the body mode amplitude is a bit larger. The nose frag (cyan) and base plates (red) 
also occupy clearly distinguished regions of modal amplitude space. Miscellaneous broken 
fragments (blue, orange) and cultural items such as the broken baler tine (green) have modal 
amplitudes spread over more general regions. 
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Figure 18. Principal axis decay curves for different classes of clutter. 

 
 
 

 
 

Figure 19. Distribution of modal amplitudes for various clutter items compared with modal 
amplitudes for a 76 mm projectile. 
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Figure 20. Color-coded examples of different clutter types. 

 
 
Distributions of surface and body mode time scales for the clutter items are shown in Figure 21. 
The histograms on the left show distributions of surface mode and body mode time scales taken 
separately. They are plotted only over the range from 0.04 msec to 25 msec, corresponding to the 
EMI decay range measured by the MTADS TEM array. As it turns out, the array only resolves 
the surface mode time scale for about ½ of the clutter polarizabilities. The other half have at least 
one surface mode time scale that is too small to be determined by fitting the TEM data with the 
two-component model, so the data tend to be censored as the surface mode time scale approaches 
0.04 msec. The body mode time scale is resolved for almost all of the data. The scatter plot on the 
right shows the joint distribution of the time scales. As in Figure 19, selected targets have their 
principal axis modal time scales connected by colored lines, using the same color scheme. In this  
 
 

 
 

Figure 21. Surface and body mode time scale distributions for the various clutter items. 

 

 



27 
 

slice of parameter space, the base plates (e.g. as shown by the narrow red triangle towards the top 
of the plot) look very similar to the 76 mm projectile represented by the black line right above the 
red triangle. 
 
The surface mode time scale is determined by the shape and composition of the target and its 
orientation relative to the EMI primary field. Figure 22(a), reproduced from [23], shows surface 
mode time scales for 4:1 aspect ratio steel cylinders. The cylinder diameters (d) range from 
0.6 cm to 15 cm. Results are shown for axial and transverse alignment relative to the primary 
field. The time scale increases in proportion to the diameter squared, and the time scale for axial 
excitation is roughly 30 times larger than the time scale for transverse excitation. The surface 
mode time scales for typical munitions items behave similarly. Figure 22(b) shows the body 
mode time scale as a function of material thickness (h) for a variety of clutter items. Data are 
shown for the three principal axis responses for each item. For each item, the median value is 
shown by the symbol and the line connects the minimum and maximum values. On average, for h 
< 1 cm the body mode decay time scales as the second power of material thickness, with 
considerable scatter among the principal axes. Two thirds of the variance in the median decay 
time about the regression line can be accounted for by variations in the overall size of the object. 
Controlled for thickness, more material generally results in longer decay times. 
 
Some specific clutter classes or types occupy restricted areas of response time parameter space, 
while more general classes spread out over the entire space. This is illustrated by Figure 23. 
Distributions of the surface and body mode times scales for mortar fragments are shown on the 
left. The response times for base plates, nose frag and body fragments (half shells and pieces of 
half shells) tend to cluster in distinct areas of the parameter space. (Recall that we are plotting 
principal axis response times, hence the base plates occupy two disjoint areas corresponding to 
axial and transverse excitation, etc.) Response times for the cultural items and range scrap, on the 
other hand, tend to spread out over larger regions of the parameter space. 
 
 

          
 

Figure 22. (a) Surface mode time scales for 4:1 aspect ratio cylinders. (b) Body mode time scales 
vs. material thickness. 
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Figure 23. Surface and body mode time scales for different clutter types. 
 
 
 
 

mortar frag cultural range scrap 
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5. Position-Independent Processing of EMI data 
 
Traditional approaches to classification rely on calculating principal axis polarizabilities by 
inverting spatially mapped EMI data collected over the target. The inversion process is very 
sensitive to errors in the data and is especially sensitive to errors in the relative locations of the 
sensor readings. We have explored the use of position-independent processing approaches to 
classification in this project. The approach is based on EMI signal attributes determined from 
simple parametric representations for the EMI signals measured above typical UXO or clutter 
items and how these parameters vary as the sensor is moved about over the item. Position-
independent processing is amplitude-independent processing. We use only the shapes of the 
responses observed at various locations above the object, and do not particularly care where the 
measurements were taken. The only requirements are that the signals are relatively strong 
(roughly six times the measurement noise level appears adequate), and that we get a 
representative sample of the possible response shapes. 
 
The plots shown in §4.2 give some idea of how this 
might work. Ratios of the body and surface mode 
amplitudes will vary with the target shape and the 
sensor/target geometry, but are independent of the 
sensor/target range, and hence are potentially useful 
for robust (position independent) processing and 
classification. The surface and body mode time 
scales are determined by factors relating to the shape 
and composition of the target, and its orientation 
relative to the sensor but not by its distance from the 
sensor. The data points in those plots are from fits of 
the two-component model to principal axis 
polarizabilities. However, for arbitrary sensor/target 
orientations, time scales from two-component model 
fits to the raw response data should scatter around 
the regions bounded by the corresponding principal 
axis values. A set of measurements over some target 
would then produce a trajectory of points in the 
parameter space of surface and body mode time 
scales. Figure 24 shows principal axis time scales 
for 40 mm and 76 mm projectiles and a 40 mm 
grenade (red lines) and for a variety of cultural 
clutter items (blue dots). The principal axis time 
scales are connected by lines as before for some of the clutter items. The time scale trajectories 
for the munitions items would be expected to follow upward sloping lines like the red lines 
connecting the principal axis values. Cultural items (and also range scrap) would exhibit a wide 
variety of trajectories, many which would likely be quite distinct from those corresponding to 
munitions items. 
 
While the two-component model provides a representation of EMI data which explicitly 
comprehends the basic physics of the response, it uses a lot of parameters, and  it can fail to give 
reliable estimates for parameter values that lie outside the measurement range of the sensor. 
Consequently, we have explored the use of the empirical parameterizations referred to earlier. 
 

 
 
Figure 24. Surface and body mode time 
scales for cultural clutter compared with 
munitions items 
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5.1. Empirical Parameterization 
 
The three-parameter model 
 
 S(t) = a t-γ e-t/τ 

  (23) 
 
introduced by Pasion and Oldenburg [13] combines the algebraic and exponential characteristics 
of the EMI response and can be used to represent the response for all but the earliest part of the 
eddy current decay. Figure 25(a) shows the measured response for the 4.2 inch mortar aligned 
transverse to the primary field along with the Pasion-Oldenburg model fit to the data. The model 
fit is shown as a solid curve during the measurement time range 0.04 msec to 25 msec and dashed 
for times outside that range. The curve deviates slightly from the measured response at early 
times. This is shown more clearly in Figure 25(b), which compares the Pasion-Oldenburg model 
fit to the 4.2 inch mortar EMI response with the complete surface and body mode representation. 
The basic problem is that as t → 0 the EMI response must behave as t-1/2 [20, 21] whereas the 
power law in the Pasion-Oldenburg fit to the 4.2 inch mortar response is fixed at γ = 1.06. In its 
original form, the model included an additional constant in the algebraic term which could bend 
the response down and give a better fit at early times. As a practical matter, though, equation (23) 
gives a reasonably accurate representation of the response over our measurement interval (0.04 - 
25 msec) and is suitable for our purposes. 
 
 

          
 

Figure 25. (a) Pasion-Oldenburg model fit to the EMI response of a 4.2 inch mortar aligned 
transverse to the primary field. (b) Comparison between the two-component and Pasion-
Oldenburg model fits to the 4.2 inch mortar response. 

 
 
The fixed power law is a compromise that captures the average behavior in the magnetic surface 
mode regime. For any object, the exponent γ will be related to the surface mode time scale τM in a 
way that depends on the object’s physical properties and the averaging time interval, which 
extends from the start of the measured response to the time at which body modes take over the 
response. This is illustrated in Figure 26, which shows the relationship between the Pasion-
Oldenburg exponent γ and the magnetic crossover time τM for measurements above a 4.2 inch 
mortar and a 60 mm mortar. 
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Figure 26. Pasion-Oldenburg exponent γ compared to the magnetic crossover time τM for model 
fits to EMI data collected above a 4.2 inch mortar and a 60 mm mortar. 

 
 

5.2. Parameter Values 
 
Distributions of the Pasion-Oldenburg power law (γ) and decay time (τ) parameters for various 
munitions and clutter items are shown in Figure 27 and Figure 28. For the munitions items, each 
plot shows γ vs. τ values for Pasion-Oldenburg model fits to MTADS TEM array data collected 
with the target at different orientations and depths below the array. We only used the central nine 
elements (3x3) of the 25 element (5x5) TEM array. The number of times each munitions item 
was measured with the array is shown in parentheses. Individual data points correspond to 
monostatic measurements from the central core 3x3 subarray. However, we only plot data for 
those Tx/Rx pairs which have signal strength at 216 μsec greater than 1 mV (chosen for 
consistency with the analysis centered on the EM61 time gates in §6). For example, the 105 mm 
projectile (lower right plot) was measured six times, each time at a different orientation and/or 
distance below the array. There are a total of 54 data points in the plot – for each measurement, 
all nine core Tx/Rx pairs had signal levels greater than 1 mV at 216 μsec. The 37 mm projectile 
(upper left plot) does not produce a strong response over the entire core area. It has a smaller 
footprint because it must be closer to the array to produce a good, strong signal. It was measured 
14 times, but there are only 33 data points – on average only two or three array elements had a 
response greater than 1 mV at 216 μsec for any given orientation/depth combination. 
 
For the munitions shown in Figure 27, higher power laws generally correspond to measurements 
where the primary field is directed more or less transversely to the object, while lower power 
laws correspond to more axial excitation (compare the axial and transverse polarizabilities in 
Figure 11(b)). Decay times scale with the size of the munitions, reflecting a general trend for the 
larger items to have thicker walls and correspondingly slower eddy current decay rates. 
 
The clutter items in Figure 28 are grouped by class. One TEM array measurement using the core 
3x3 subarray was taken over each item. The same constraint on signal amplitude was used for the 
clutter items. The number of different items in the class for which data were collected is noted on 
each plot. Depending on the size of each item, it may contribute anywhere from one to nine data 
points to the plot. Range scrap (relatively thin-walled blown-up scraps of steel) exhibits a 
distinctly different γ vs. τ distribution than the munitions, as do the half shells. The horseshoes  
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Figure 27. Pasion-Oldenburg power law (γ) and decay time (τ) parameters for various munitions 
items. 

 
 
and broken pieces of horseshoes appear parametrically similar to the 75 mm projectiles, and the γ 
vs. τ distribution for the base plates has some similarity to the distributions for the munitions 
items. Generally speaking, however, there appear to be enough differences between the parameter 
distributions for munitions and clutter items to support some level of classification and 
discrimination. 
 

5.3. Parameter Trajectories 
 
The EMI response at any point over a munitions item can expressed in terms of a pair of 
polarizability functions corresponding to axial and transverse excitation. Using the Pasion-
Oldenburg model, these functions can be reduced to points in the (τ, γ) parameter space. Position-
independent processing focuses on combinations of decay time and power law parameter values τ 
and γ that describe the shapes of the axial and transverse polarizability functions. Signals 
measured at intermediate excitation and/or observation angles can be expressed as linear 
combinations of the axial and transverse polarizabilities. In general they can also be approximated 
quite well using the Pasion-Oldenburg model. Thus the shape parameters τ and γ for any 
sensor/object alignment should lie at some point on a specific curve or trajectory in this parameter 
space that passes through the points determined by the axial and transverse polarizabilities. 
Strictly speaking, linear combinations of the Pasion-Oldenburg functions represented by equation 
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Figure 28. Pasion-Oldenburg power law (γ) and decay time (τ) parameters for several types of 
clutter items. 

 
 
(23) are not themselves Pasion-Oldenburg functions. However, the model is sufficiently 
accommodating that the approximation works. 
 
This is illustrated in Figure 29(a). The crosses (+) in this plot show the distribution of power law 
and decay time parameters for the set of response curves shown in Figure 11(a). The circles (o) 
show the corresponding parameters determined by fitting the principal axis polarizabilities shown 
in Figure 11(b). They are color-coded as in Figure 11(b). The trajectory traced out by τ-γ fits to 
different linear combinations of the polarizabilities is shown by the curve. (We used the average 
of the two transverse polarizabilities in calculating the trajectory.) The individual points are seen 
to follow the calculated trajectory. Note that the trajectories are curved. They do not follow a 
straight path between the extremes defined by the principal axis polarizabilities. 
 
The power law (γ) and decay time (τ) parameters can be calculated directly from unmapped EMI 
data and represent target attributes that can used for classification. EMI responses for different 
UXO items will lie on different trajectories in the (τ, γ) parameter space, trajectories which reflect 
the UXO item’s physical attributes (size, length to diameter aspect ratio, wall thickness, etc.). 
Figure 29(b) shows the parameter trajectories for the 4.2 inch mortar and for a 60 mm mortar. 
They are similar, but displaced in the τ dimension. As seen in Figure 28, the EMI responses for 
clutter items will inhabit their own regions of (τ, γ) space determined by their physical attributes.  
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Figure 29. (a) Decay time (τ) and power law (γ) parameters for the 4.2 inch mortar. The 
trajectory is calculated by fitting the Pasion- Oldenburg model to linear combinations of 
the principal axis polarizabilities. (b) Parameter trajectory corresponding to linear 
combinations of the principal axis polarizabilities for the 4.2 inch mortar compared with 
that for a 60 mm mortar. 

 
In general, the responses for irregularly shaped objects will not follow a simple trajectory, but 
rather will spread over some region. For example, the cluster of parameter values for the mortar 
fragments (half shells) in Figure 30 is well separated from the area of parameter space populated 
by the 4.2 inch mortar data. 
 

5.4. Polarizability Calculations 
 
In conventional processing schemes the principal axis polarizabilities are calculated by inverting 
spatially mapped EMI data collected over an object. Position-independent estimates of the shapes 
of the axial and transverse polarizability functions can be calculated from unmapped EMI 
response data by inverting the procedure for calculating the (τ, γ) trajectory from the parameter 
values for the axial and transverse polarizabilities. The position-independent inversion proceeds 
by systematically varying (τ, γ) pairs for the axial and transverse polarizabilities until the 
trajectory for linear combinations of the polarizabilities best matches the (τ, γ) values for the set 
of responses measured over the object. Figure 30 shows examples of polarizability shapes 
calculated this way for the 4.2 inch mortar (left) and the 60 mm mortar (right). The 
polarizabilities are normalized to a maximum value of one since the position-independent 
processing does not calculate the amplitude parameters. There is a near perfect match between 
conventionally calculated polarizabilities and position-independent estimates for the 60 mm 
mortar. The slight mismatch for the 4.2 inch mortar arises because the data did not include direct 
axial illumination of the mortar. This is an important aspect of the notion of amplitude-
independent or position-independent processing. Dipole inversion can recover the principal axis 
polarizabilities even if the data do not include instances of both pure axial and transverse 
excitations. If the data do not include both, or include geometries that come close to including 
both, then position-independent processing generally cannot reproduce the responses for axial and 
transverse excitation. It stops at the most extreme linear combination of the polarizabilities 
available in the data. 
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Figure 30. Normalized polarizabilities for a 4.2 inch mortar (left) and a 60 mm mortar (right) 
calculated by conventional EMI inversion (blue) and by fitting parameter trajectories to 
unmapped EM data (red). 
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6. Intermediate Time Response 
 
In §5 we used the entire decay time interval measured by the MTADS TEM array, running from 
40 μsec to 25 msec. Other sensors do not measure the EMI response over this entire interval. The 
Berkeley UXO Discriminator (BUD) measures eddy current decays from about 150 μsec to 1.5 
msec [25]. The Geonics EM61 measures the response averaged over four time gates in roughly 
the same eddy current decay regime (216, 366, 660 and 1266 μsec). For the most part, these 
sensors do not measure the late stage exponential regime for most munitions items, and a Pasion-
Oldenburg type of representation involving exponentials is not appropriate. However, we can still 
represent the EMI response in this regime with simple parametric models more appropriate to the 
algebraic decay generally observed during intermediate times. 
 

6.1. Parametric Representation 
 
Figure 31 shows an example of a simple parametric representation of the EMI response in the 
intermediate decay time regime. The symbols in Figure 31 show the EMI response for a 
transversely oriented 4.2 inch mortar (see Figure 25) re-sampled at the EM61 time gates. The 
curve shows a quadratic fit (in log/log coordinates) to the four plotted points using the equation 
 
 log(S) = a0 + a1 log(t/t0) + a2 {log(t/t0)}2. 

  (24) 
 
The fit is centered on t0 = 0.5 msec so that the slope parameter a1 roughly corresponds to the 
average power law over the measurement interval (0.216 to 1.266 msec), while the curvature 
parameter a2 gives a measure of how much the slope varies over the interval. For munitions, we 
expect that a1 will be around -1, shifting more towards -1/2 or -3/2 depending on whether the 
magnetic crossover time τM is larger or smaller than t0. The curvature parameter a2 will depend on 
both τM and the surface mode bandwidth. In this case, a1 = -1.16 and a2 = -0.17, while τM = 
0.19 msec for the two-component model fit shown in Figure 25(a). 
 
 

 
 

Figure 31. Measured transverse 4.2 inch mortar response at EM61 time gates (symbols) and 
quadratic fit to the measured response (curve). 
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6.2. Parameter Values 
 
Distributions of the slope (a1) and curvature (a2) parameters for a thirty different munitions items 
(projectiles, mortars and rocket warheads) ranging in size from 20 mm to 155 mm are shown in 
Figure 32(a). The plot shows the results of a total of 1,254 fits of equation (24) to MTADS TEM 
array data collected with the various targets at different orientations and depths below the array. 
As in §5.2, the individual data points correspond to monostatic measurements from Tx/Rx pairs 
in the central region of the array having signal strengths at 216 μsec greater than 1 mV. Figure 
32(b) shows the corresponding parameter values for aluminum munitions or submunitions and 
grenades, which tend to lie outside the cluster of points associated with the (primarily steel) 
projectiles, rockets and mortars. 
 
The points in Figure 32(a) cluster rather tightly, unlike the spread for different munitions types 
with the Pasion-Oldenburg parameters evident in the plots in Figure 27. This is because the range 
of decay times used in the slope-curvature parameterization does not extend to late enough times 
to appreciate the different late stage decay rates appropriate to different munitions sizes. 
Corresponding plots for the various classes of clutter items from §5.2 are shown in Figure 33. The 
slope-curvature distributions for the half shells and the range scrap do not overlap much with the 
corresponding distributions for the munitions items in Figure 32(a), but the base plates and 
horseshoes cannot be distinguished from the munitions on the basis of their slope and curvature 
parameters. 
 
We have compared the distributions of slope/curvature parameters for a subset of the clutter listed 
in Table 1 with the distribution for munitions items shown in Figure 32(a). We used a subset of 
314 items including only 15% of the Sibert items so as to minimize their influence. A total of 
1321 measurements had signal levels above the 1 mV threshold. Almost half (609) of these have 
slope and curvature parameters outside of the region occupied by measurements over the 
munitions items. Half of the clutter items (160 of 314) have responses that extend beyond the 
UXO area, and the parameter values of over 1/3 of the items (114 of 314) do not overlap the 
region associated with UXO at all. Pictures of 105 of the clutter items with parameter 
distributions disjoint from the UXO parameter distribution are included as Appendix A. 
 
 

          
 

Figure 32. Distribution of slope and curvature parameters for (a) projectiles, mortars and 
rockets and (b) submunitions and grenades. 
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Figure 33.  Slope and curvature parameters for various classes of clutter items. 
 
 

6.3. EM61 Survey Data 
 
As part of ESTCP Project MM-0413, we acquired the EM61 data collected by the Geophysics 
Group of Shaw Environmental and Engineering in 2003 at the Aberdeen Proving Ground (APG) 
UXO Test Site using the system shown in Figure 34. Ground truth for the open field at the test 
site was released in 2005, and the site has since been reconfigured. Shaw collected survey data 
using all four EM61 time gates. Other EM61 survey data sets that we acquired in that project 
were differential mode, which only covers the first three gates, and are therefore not really 
 

 
 

Figure 34. Shaw EM61 system at Aberdeen Proving Ground Standardized Test Site. 
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Figure 35. Distributions of EM61 response slope and curvature for (a) APG munitions and (b) 
clutter items. 

 
suitable for our analysis. Distributions of the slope and curvature parameters extracted from the 
Shaw EM61 data over various munitions and clutter items in the APG Open Field are plotted in 
Figure 35. Pictures of the items are included in Appendix B. The parameter spread for the 
munitions items is considerably broader than for the TEM data in Figure 32(a). Presumably this 
reflects the basic problems with noise and leveling in survey data. Even so, the parameter values 
for the clutter items do extend beyond the general area occupied by the munitions parameters. 
 
Although the EM61 parameter distributions from the survey data are more diffuse than were 
obtained using the MTADS TEM array data, they do seem to offer some limited UXO/clutter 
classification potential. Specifically, in cases where EM61 survey data is used to detect targets for 
later classification using cued systems, it may be possible to identify some high confidence clutter 
items directly from the EM61 survey data and thereby reduce the number of cued data collections 
that have to be done. 
 



40 
 

7. Bulk Magnetization 
 
There are two basic components in the EMI response to munitions and clutter items: 
magnetization of the object by the primary field transmitted by the sensor and the evolution of 
eddy currents set up in the object by changes in the primary field. The results reported in §§4-6 
dealt with the eddy current response, which does not exploit all of the information that is 
available in the EMI response. In this section we address that part of the EMI response that is 
associated with bulk magnetization of the target. 
 
The magnetization response is only observed while the primary field is also present. It can be 
extracted from the in-phase part of our frequency domain response data (§2.2). To within a 
constant factor, the time domain and frequency domain responses are related by Fourier or 
Laplace transform pairs. The constant factor represents the bulk magnetization response, and it 
can be estimated by fitting a simple model to the measured frequency domain response [18, 23]. 
 

7.1. Demagnetizing Factors 
 
An object's shape affects how it responds to magnetic fields. The effects are represented by 
demagnetizing factors that depend on the direction of the applied field relative to the object and 
are determined by the physical details of how the object responds to externally applied magnetic 
fields [8]. When an object becomes magnetized by an external field H0, microscopic magnetic 
domains within the object distort and rotate towards alignment with the applied field. This results 
in a buildup of positive and negative magnetic poles on opposite sides of the object, creating a 
field Hd opposed to H0 within the object. The induced field Hd is called the demagnetizing field 
because it always tends to oppose H0. In the case of uniformly magnetized spheroids, the 
relationship between Hd and H0 can be expressed in terms of a demagnetizing or demagnetization 
tensor N [26]. The eigenvalues Ni of the demagnetizing tensor are the demagnetizing factors for 
the principal axes of the spheroid, and ΣNi = 1. For more general objects the demagnetizing field 
cannot be expressed in terms of a demagnetizing tensor. The magnetization responses in the 
principal axis directions can still be expressed in terms of demagnetizing factors, but the 
transformation rules for Cartesian tensors will not necessarily apply and the demagnetizing 
factors for the principal axes need not sum to one. For example, the sum of the demagnetizing 
factors for finite cylinders of moderate length to diameter aspect ratio is generally about 10% less 
than one [27]. 
 
Magnetized in a direction perpendicular to its surface, a thin piece of material will generally have 
a larger demagnetizing factor than a thick one because the surface magnetic poles are closer 
together. The plots in Figure 36 summarize pertinent information on the demagnetizing factors 
for disk- and rod-like objects. Figure 36(a) shows the dependence of the demagnetizing factor on 
length to diameter aspect ratio for cylinders and ellipsoids. The solid lines are interpolated from 
tabulated values for finite cylinders [27], while the dashed lines are calculated using the analytical 
formulae for ellipsoids [28]. Symbols are values determined from fits to the frequency domain 
response for 2.54 cm diameter steel cylinders. Figure 36(b) shows how the demagnetizing factor 
varies as a cylinder is rotated in an external field. The demagnetizing factor is smallest when the 
field is aligned parallel to the axis of the cylinder, and largest when the field is perpendicular to 
the axis. The demagnetizing factors shown by the data points in Figure 36 were calculated from 
frequency domain responses for axial and transverse excitation measured with a GEM-3 sensor. If 
S(ω) is the frequency domain response, then the demagnetizing factor N is given by 
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Figure 36. (a) Demagnetizing factors for cylinders (solid lines) and ellipsoids (dashed lines) vs. 
length to diameter aspect ratio. Symbols are measured values for steel cylinders. 
(b) Effect of applied field direction on the demagnetizing factors for cylinders. 

 
 
 

  . 
  (25) 

 
The responses at ω = 0 and ω → ∞ are estimated by first fitting the quadrature data to the 
imaginary part of the simple frequency domain response model [18]. 

  
  (26) 

 
then determining the constant offset by comparing the in-phase data with the corresponding real 
part of equation (26). The values of N for axial excitation are increased slightly for smaller, but 
still large relative permeability. The effect is less than 2.5% for a 4:1 aspect ratio cylinder with μR 
> 50. The sum of the demagnetizing factors for the three principal axes ΣNi = Nax + Ntr + Ntr 
equals 1 for the ellipsoids, but is generally less than 1 for cylinders. The deviation from one is 
greatest for small aspect ratios, with ΣNi increasing from 0.89 when the aspect ratio is one to 
about 0.97 for 10:1 cylinders. For the 4:1 cylinders in Figure 36, ΣNi = 0.93. 
 

7.2. Magnetization Responses of Munitions and Clutter 
 
It has been observed that steel munitions items have demagnetizing factors comparable to those 
of comparable cylindrical objects [18, 23]. Figure 37 is a plot of demagnetizing factors calculated 
from in-phase frequency domain EMI measurements of various munitions and clutter items. The 
data in this figure are based on fits of equation (26) to the frequency domain principal axis 
polarizabilities of each object. The horizontal axis plots the average of the three demagnetizing 
factors for the object, and the vertical axis the largest one. There are 11 different munitions items  
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Figure 37. Demagnetizing factors for munitions and clutter items. 
 
 
(20 mm, 40 mm, 57 mm, 5 inch, 152 mm and 155 mm projectiles, two 60 mm, an 81 mm and a 
4.2 inch mortar, and a 2.75 inch rocket warhead) and 58 clutter items including a variety of 
exploded ordnance fragments, cultural items and range scrap. Values for the munitions items 
cluster close to the point (0.31, 0.43), which corresponds to the values for a steel cylinder with a 
four to one length to diameter aspect ratio. Values for the clutter items scatter over a much wider 
range, and the maximum demagnetizing factors for the clutter items are often significantly larger 
than for the munitions. These are consequences of the facts that the clutter items tend to be 
irregularly shaped and that many of them have one dimension significantly smaller than the other 
two. 
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8. Conclusions and Recommendations 
 
This project is primarily about the shapes of the EMI response functions of munitions and clutter 
items, the differences between them, and the extent to which those differences are useful in 
classifying an unknown target as UXO or clutter. An extensive database of EMI signature data for 
munitions and clutter items has been assembled, and the data have been processed to extract 
parameters or features which characterize the EMI signatures of munitions and various types of 
clutter items (exploded ordnance fragments, range scrap and cultural clutter from agricultural, 
industrial and civil sources). 
 
Processing of the EMI response data involves fitting the data to simple parametric models. We 
have developed a physics-based two-component model that has an algebraic form for the early 
time response paired with an exponential decay for the late time response. The two components 
(algebraic and exponential) in the model represent contributions to the response from magnetic 
surface modes and body modes. The shape of the response is controlled by the time scales of the 
two components: the magnetic crossover time (τM) between the very early t-1/2 regime and the 
intermediate time t-3/2 regime of the magnetic surface modes, and the late stage exponential decay 
time (t0) of the fundamental body mode. The surface mode time scale (τM) is determined by the 
shape and composition of the target and its orientation relative to the EMI primary field. The 
body mode time scale (t0) is determined primarily by the thickness of the material that the item is 
made of. Various types of munitions and clutter items can have quite distinctive distributions of 
τM and τ0 which are potentially significant for UXO/clutter classification. Importantly, τM and τ0 
can be calculated directly for individual measurements of the EMI response at some point above 
an unknown target, enabling the use of classification schemes based on distributions of τM and τ0 
or related parameters from sets of data collected over the target, without the need for spatial 
mapping of the data. 
 
A simple empirical parameterization introduced years ago by Pasion and Oldenburg [13] can be 
used in a similar manner. This model combines the algebraic and exponential characteristics of 
the EMI response in a simple, straightforward way using a single power law exponent (γ) and an 
exponential decay time scale (τ). The model is simpler than the complete two-component 
response model, which includes modal amplitude and bandwidth parameters. However, we have 
found that it can be used to adequately represent the response for all but the earliest part of the 
eddy current decay. As might be anticipated from the two-component model results, we find that 
distributions of the power law and exponential decay parameter values for various classes of 
clutter items are quite different from those of different munitions items. The trajectories of these 
parameter values that are swept out as a sensor is moved about over a munitions item are quite 
distinctive, and we have devised a simple procedure for estimating the shapes of the principal axis 
polarizability curves for munitions items from data collected as a sensor is blindly moved about 
over the item. 
 
This last result suggests the interesting possibility of position-tolerant processing of EMI survey 
data. If the shapes of the principal axis polarizability curves are estimated directly from a 
collection of measured EMI responses over the target, then only the amplitudes remain to be 
determined to complete the description of the target's EMI response. Conventional dipole 
inversion of spatially mapped data determines principal axis polarizability shapes and amplitudes 
simultaneously, and is notoriously sensitive to mapping errors. It is possible that the inversion 
will be more robust to sensor location errors if only the amplitudes have to be calculated. 
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The basic conclusions still apply, albeit with some loss of potency, when the range of measured 
decay times is restricted. To investigate this, we downsampled the time domain data (collected 
using the MTADS TEM array) to the standard EM61 sensor's sampling gates centered at 216, 
366, 660 and 1266 μsec. Since this decay range does not extend far enough to sample the 
exponential regime for many items of interest, we use a simple model that is quadratic in 
log(signal) vs. log(time) to fit the data. The two shape parameters (slope and curvature in log 
space) then correspond to the average power law over the measurement range and how much it 
changes over the range. The parameter distributions for munitions and clutter have some 
similarity to the distributions of the power law and exponential decay rate parameters, and it 
appears that some measure of position-independent classification should be possible even when 
the response is sampled over this restricted range. 
 
A limited amount of EM61 survey data collected at the Aberdeen UXO Demonstration Site, 
along with supporting ground truth data, has been analyzed. The parameter distributions are 
somewhat more diffuse than those obtained using MTADS TEM array data, but still seem to offer 
some UXO/clutter classification potential. Specifically, in cases where EM61 survey data is used 
to detect targets for later classification using cued systems, it may be possible to identify some 
high confidence clutter items directly from the EM61 survey data and thereby reduce the number 
of cued data collections that have to be done. 
 
The time domain data measures only the eddy current decay component of the EMI response of 
an object. However, there is another part of the response distinct from the eddy current response. 
Steel objects (like most munitions and clutter) become magnetized while the primary field is on. 
We have analyzed this bulk magnetization component of the response for munitions and clutter 
items using frequency domain data. 
 
An object's shape affects how it responds to magnetic fields. The effects are represented by 
demagnetizing factors that depend on the direction of the applied field relative to the object and 
are determined by the physical details of how the object responds to externally applied magnetic 
fields. These demagnetizing factors are another amplitude-independent response parameter and 
can be determined by fitting the in-phase part of the frequency domain response with a simple 
model. Distributions of the demagnetizing factors for munitions and clutter items are distinctly 
different. This reflects very real shape differences. The munitions items are basically 4:1 aspect 
ratio cylinders as far as the magnetization response is concerned, and their demagnetizing factors 
cluster accordingly. Values for the clutter items scatter over a much wider range, and the 
maximum demagnetizing factors for the clutter items are often significantly larger than for the 
munitions. These are consequences of the facts that the clutter items tend to be irregularly shaped 
and that many of them have one dimension significantly smaller than the other two. 
 
These findings have several implications for sensor design. Emerging EMI sensors such as the 
NRL TEM array and the Berkeley UXO Discriminator (BUD) do not measure the complete EMI 
response. Both are transient EM sensors and as such do not measure the bulk magnetization 
response. Nor do these sensors have adequate bandwidth to measure the complete eddy current 
decay response. We have found that for many UXO and clutter items the magnetic crossover time 
τM is not resolved by the TEM array sensors, which measure the early time response starting at 
0.04 msec. The situation is somewhat worse for the BUD sensors, which have only a decade of 
bandwidth from about 0.15 msec to 1.5 msec. Not only are they incapable of resolving τM for 
many targets of interest, but they are also incapable of resolving the late stage decay time scale τ0 
for most objects of interest. The design study [29] concluded that the BUD sensors would provide 
adequate classification performance, but a comprehensive assessment of the added value of 
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extended bandwidth plus measured on-time response for bulk magnetization has not been 
performed. Such a study would help establish the limits of UXO/clutter classification 
performance that can be achieved with EMI sensors. 
 
The main concerns with position error tolerant processing of EMI data are noise and data density 
or coverage. In our experience processing survey data collected with the EM61, careful leveling 
of the data is crucial. Different signal offsets in the different time gates will corrupt the decay 
curves and degrade the classification performance. To ensure complete coverage of all aspects of 
the target, the measurements should subtend a solid angle of ~1.84 sr at the target, i.e. a cone with 
90° apex angle. Roughly speaking, this corresponds to a patch of ground with linear dimensions 
equal to twice the overall height of the sensor above the target. About three to four dozen 
measurements spread over a square region like that should provide complete sampling of all of 
the principal axis responses. 
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Appendix A 

Clutter Items with Slope-Curvature Response Parameters Disjoint from the 
Corresponding Parameters for Munitions Items 

A1



004_in-air.jpg 022_in-air.jpg 029_in-air.jpg 031_in-air.jpg 062_in-air.jpg

071_in-air.jpg 106_in-air.jpg 132_in-air.jpg 145_in-air.jpg 163_in-air.jpg

218_in-air.jpg 224_in-air.jpg 230.jpg 245_in-air.jpg 472_in-air.jpg

481_in-air.jpg 483_in-air.jpg 498.jpg 498_in-air.jpg 568.jpg

616.jpg 650_in-air.jpg 657_in-air.jpg 666_in-air.jpg 671_in-air.jpg

695_in-air.jpg 696.jpg 699.jpg 700_in-air.jpg 733_in-air.jpg

751_in-air.jpg 779_in-air.jpg 780_in-air.jpg 788.jpg 792_in-air.jpg

A2



811_in-air.jpg 814_in-air.jpg 900_in-air.jpg 918_in-air.jpg clutter5.JPG

clutter9.JPG clutter10.JPG clutter11.JPG clutter12.JPG clutter17.JPG

clutter25.JPG clutter26.JPG clutter29.JPG clutter43.JPG clutter62.JPG

clutter66.JPG clutter82.JPG clutter83.JPG clutter84.JPG clutter85.JPG

clutter86.JPG clutter88.JPG clutter90.JPG clutter92.JPG clutter93.JPG

clutter96.JPG clutter98.JPG clutter103.JPG clutter106.JPG clutter107.JPG

clutter108.JPG clutter109.JPG clutter110.JPG clutter113.JPG clutter116.JPG

A3



clutter117.JPG clutter118.JPG clutter120.JPG clutter121.JPG clutter122.JPG

clutter124.JPG clutter125.JPG clutter126.JPG clutter127.JPG clutter129.JPG

clutter130.JPG clutter131.JPG clutter132.JPG clutter144.JPG clutter145.JPG

clutter148.JPG clutter150.JPG clutter152.JPG clutter157.JPG clutter159.JPG

clutter160.JPG clutter161.JPG clutter164.JPG clutter165.JPG clutter167.JPG

clutter169.JPG clutter174.JPG clutter179.JPG clutter183.JPG clutter187.JPG

clutter188.JPG clutter191.JPG clutter196.JPG clutter199.JPG clutter200.JPG

A4



Appendix B 

Clutter and Munitions Items from Aberdeen Test Site 

B1



2.75 INCH ROCKET  
M230.jpg (2)

40MM MKII 
PROJECTILE.jpg (2)

57MM PROJECTILE APC  
M86.jpg (3)

81MM M374 
PROJECTILE.jpg (2)

105 M60 PROJECTILE.jpg 105mm HEAT ROUND  
M456.jpg

155MM PROJECTILE  
M483A1.jpg

CL0770.JPG CL0861.JPG CL0871.JPG

CL0881.JPG CL0886.JPG CL0919.JPG

CL0873.JPG

CL1228.JPG

CL0874.JPG

CL1256.JPG

CL1284.JPG CL1402.JPG CL1744.JPG CL1884.JPG CL0755.JPG

500 POUND BOMB.jpg

B2


